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Problem of Path Finding

• Problem of Path Finding:
  • Common problem in many fields
  • E.g. robotics, games, web routing
  • Want to find the shortest, most optimal path
  • Desire efficient algorithm to reduce computation needed and computation time.
  • Current methods of path finding use heuristics to find the most optimal path
  • Wastes CPU cycles
  • Proposed solution: Combine reinforcement learning methods and current path finding heuristics

Path Finding Methods

• 2 ways path finding algorithms have been implemented:
  • Path Finding:
    • Find entire path before traversing
    • Advantage:
      • Typically better paths found than Step Taking Algorithms
  • Step Taking:
    • Find path on a step by step basis
    • Advantage:
      • No CPU spikes caused by not doing entire calculation at one time
    • Disadvantage:
      • Agent may choose wrong paths and get stuck

Dijkstra’s Algorithm

• Simplest path finding algorithm:
  • Disadvantage:
    • Computation longer than more efficient algorithms
  • Advantage:
    • Find a shortest path from a single source node to all nodes
• Represents a graph using the following notation:
  • $G = (V, E)$
    where $G$ = entire graph
    $V$ = set of vertices
    $E$ = set of edges
**Best First Search**

- Part of a more general category of search strategies (Hill Climbing Strategy)
  - Current state is used to search and evaluate its children
  - Best child is selected and used for further expansion/search
    - Parents are disregarded
    - Siblings are disregarded

- **Advantage:**
  - Good for when search space is large
  - Prunes search space considerably if a lot of siblings

- **Disadvantage:**
  - may often result in failing paths

**A* Algorithm**

- Currently the most used algorithm for path finding
- Preferred over Dijkstra’s and Best First Search because it is faster and more efficient
- Uses a heuristic to estimate the optimal path
  - Heuristic consists of:
    - Distance from starting point to an intermediary node
    - Estimation of the distance from the intermediary node to the goal node
- Represented by the following equation:
  \[ F(p) = G(p) + H(p) \]

**A* Algorithm (cont.)**

- **Steps:**
  1. Begin at Starting State (initially on OPEN list).
  2. Add all traversable neighboring nodes to OPEN list.
     - Mark that the parent node of these nodes is the Starting State.
  3. Add Starting Node to the CLOSED list.
     - Choose neighboring node with the lowest \( F(p) \) to be next current node.
  4. For the current node, find the \( F(p) \) values of all traversable neighboring nodes that aren’t already on the CLOSED list.
     - Add these neighboring nodes to the OPEN list.
  5. Add current node to the CLOSED list, removing from the OPEN list.
     - Choose the node with the lowest \( F(p) \) value in the OPEN list to be the next current node.
     - Repeat steps 4 and 5 until the goal state is reached.

- **Steps (cont.):**
  - When adding a node to the OPEN list:
    - If it already exists in the OPEN list, \( G(p) \) value must be recalculated
    - Check if \( F(p) \) value is less by reaching node through current node
      - If \( F(p) \) value is less, update parent pointer and \( F(p) \) values
**A* Algorithm**

- **Calculating G(p) value:**
  - G(p): Distance from starting node to current node
  - One Method:
    - Assign a value to horizontal/vertical movement
      - e.g. 10
    - Assign a value to diagonal movement
      - e.g. 14 (cost is more expensive for diagonal)

- **Calculating H(p) value:**
  - H(p): Estimation of the cost from the current node to the goal node
  - One Method: Manhattan Method
  - Only vertical and horizontal movement allowed (diagonals are not allowed)

- F(p) = 74
  - Parent = I
  - H(p) = 30
  - G(p) = 38
  - Node: 3

- F(p) = 74
  - Parent = N
  - H(p) = 40
  - G(p) = 28
  - Node: W


- Closed_List = [N, S, Y, Z]
Incremental A* Algorithm

- Attempts to fix some deficiencies of the standard A* algorithm
- Standard A* algorithm requires computation every time a path needs to be found
- Even if the path had been traversed previously
- Incremental A* uses knowledge from previous paths found to calculate new paths
- First run results in a computation time equal to the original A*
  - Subsequent runs are typically sped up because previous knowledge will exist for the paths

Hierarchical A* Algorithm

- Attempts to speed up standard A* algorithm
- Breaks up search space into varying degrees of levels
- Start at a broad view
  - Result: Pruning of the search space
- Go into more detailed view only when necessary and after the search space has been pruned
- One method:
  - Vary the size of the nodes
    - Coarse grained view: Larger Nodes
    - Finer grained view: Smaller Nodes
  - Can have multiple levels

Hierarchical A* Algorithm
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Problem with Heuristic Based Approach

- Entire search space must be known for above heuristic based algorithms to work
- Not always possible to know the entire search space
- D* algorithm developed by Anthony Stentz
  - Modeled after the A* algorithm
  - Modified to handle dynamic environments or unknown environments

D* Algorithm

- Uses RAISE and LOWER states to handle a dynamic environment
  - RAISE state: propagates information about cost increases when they are found (e.g. obstacles)
  - LOWER state: propagates information about cost decreases when they are found
  - In comparison with the optimal algorithm found, D* resulted in a path that was 2 times that of the optimal path
    - Attributed to not having complete knowledge of the environment
    - Not a equal comparison

D* Algorithm

- Compared D* with Optimal Replanner:
  - Optimal Replanner:
    1. Computes optimal path from start state to goal node
    2. When obstacle is reached, re-computes the optimal path
- Results:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>1,000</th>
<th>10,000</th>
<th>100,000</th>
<th>1,000,000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Replanner</td>
<td>277 sec</td>
<td>10.08 sec</td>
<td>40.50 sec</td>
<td>58.42 sec</td>
</tr>
<tr>
<td>D*</td>
<td>281 sec</td>
<td>10.15 sec</td>
<td>18.93 sec</td>
<td>16.83 sec</td>
</tr>
<tr>
<td>Speed Up</td>
<td>1,374</td>
<td>18.10</td>
<td>86.98</td>
<td>229.30</td>
</tr>
</tbody>
</table>
Case Study: Intelligent Route Finding

- All of the algorithms above are wasteful in computation (except Incremental A*)
- Reason: Every time a path needs to be found, agent must calculate the path from scratch
- Bing Liu devised an intelligent route finding system
- Constraints of the problem:
  - System hardware in vehicle has small amount of memory
  - Routes should reflect driver’s preferences
- Designed a unique “Disk and Memory” based route finder

Case Study: Intelligent Route Finding

- Disk and Memory Design:
  - stores MJN’s (Major Junction Network’s) in memory
  - e.g. Freeways, major highways, etc.
  - equivalent to coarse grained view
  - stores DMR’s (Detailed Major Road’s) on disk
  - equivalent to finer grained view
  - Calculates major path using the MJN
  - Loads in DMR’s from disk only when they’re necessary
- Based on user feedback, roads are assigned values
  - If a driver expresses dissatisfaction with a road, the system makes the road’s cost higher
  - If a driver does not express dissatisfaction, road costs are reduced
  - As a result, when the system picks roads, it chooses lower cost roads

Conclusion

- All previous methods used for path finding have flaws:
  - The majority of heuristic based algorithms assume that complete knowledge of the entire environment is known prior to formulating an optimal path
  - Algorithms that can handle dynamic environments are computation inefficient
  - Intelligent Route Finding case study assumes that the entire street map is known prior to calculating paths

Project Proposal

- Combine the methods of Machine Learning and apply these methods to solve the problem of path finding:
  - Machine learning advantages:
    1. Allows previous traversals and paths to be used to calculate new paths
    2. Allows the agent to actually learn its environment
    3. Computation time should decrease as learning occurs
    4. Allows the agent to determine optimal paths based using a system of reinforcement learning for the agent
- Currently no heuristic based approaches do this
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